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ABSTRACT
Objective: To develop a control system to prevent over-response of the supply chain of a dairy business.
Methodology: The following methods were used: DQN, Double DQN, Dueling DQN, and Dueling Double 
DQN to determine the distribution of demand: normal and uniform.
Results: Results were calculated based on stability in learning (the last 10,000 episodes). It was observed that 
the means of DQN and DDQN were very similar. To validate whether the performance of the Dueling DQN 
algorithm is better than that of the DQN algorithm, a non-parametric test was performed to compare the 
mean rank of two related samples and to determine if there are differences between them. The p values ​​were 
5.83e−38 and 0.000 for the Normal and Uniform distributions, respectively.
Conclusions: The algorithm with the best results is Dueling DQN, with an average total cost of 151.27 units 
for the demand with a normal distribution and an average of 155.3 units for the demand with a uniform 
distribution. This method has less variability once convergence is achieved.
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INTRODUCTION
	 A policy for inventory control to integrally manage the decisions taken in every stage 
of the supply chain is presented in [9]. The inventory problem is modelled as a Markov 
Decision Problem (MDP) and is resolved using an algorithm of Reinforcement Learning 
(RL) to determine a nearly optimal balance policy under a criterion of average reward.
	 In a dynamic environment, traditional policies for placing orders, based on time and 
events, can become inefficient, leading to an excess or shortage of inventory. A learning 
algorithm by case reinforcement learning (CRL) is presented in [9], for dynamic inventory 
control in a multiple-agent supply chain. A simulation with multiple agents from a two-
level simplified supply chain was executed.
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	 An approach is presented in [2] to minimize the inventory costs through the 
determination of integral purchase order policies for the members of the supply chain. The 
management of orders is considered as a system of multiple agents which generates a RL 
model. Therefore, a Q-learning algorithm is proposed to solve the RL model. The results 
show that the Reinforcement Learning Order Mechanism (RLOM) obtained good results 
compared to other algorithms, such as the algorithm based on GA.
	 Optimal base inventory levels are presented in [3], [4] and [5] when there are no costs 
from lack of stock in the non-retail stages. However, no algorithm was found in the literature 
to find the optimal levels of base inventory for general cost structures of stock shortage. 
Recently, an algorithm based on Deep Q Networks (DQN) with experience repetition is 
proposed in [16] to solve the base inventory policy outlining the use of a RL algorithm.
	 This article presents a study of a dairy business that has the objective of minimizing 
the increase in inventory management costs. The business sends the product to a central 
distributor, which supplies different retailers. In this case, the farmer acts as the agent. 
There is no feedback between the farmer, the distributor or the retailer. The information 
available for the agent is the orders made by the distributor to the business. The objective 
of the agent is to determine the size of the production order to minimize the total level of 
inventory of the supply chain.
	 This study is divided into six sections: section two presents a review of the materials and 
methods used. Section three describes the application of the RL algorithm to the CS, and 
the configuration of the hyperparameters to achieve convergence. Section four describes 
the results obtained. Section five proposes the discussion, where the points proposed are 
defended, and finally, section six presents a conclusion of this study.

MATERIALS AND METHODS
	 The algorithm used to simulate the supply chain was adapted from the one proposed 
in the article, “A Deep Q-Network for the Beer Game: Deep Reinforcement Learning 
for Inventory Optimization”. However, another algorithm may be used to represent the 
environment of the supply chain. The codes used to perform the experiments are available 
under request to the author through email.

Deep Q-Network (DQN) in the supply chain
	 In each t period, the agent observes the current state of the environment, where  is the 
set of every state possible. In this case, the agent will be the farmer and the environment 
contains all the information about the levels of inventory and the costs. In function of 
the data from the state, the agent selects an action a A st t∈ ( ),  where A st( )  is the set of 
possible actions when the system is in state st. The agent (the farmer) performs an action, 
that is, issues a production order based on the information of the levels of inventory and the 
costs. The agent receives a reward Rt .  The reward consists in the total accumulated 
cost until period t. Then the system makes the transition to the state s St+ ∈1 .
	 The base of this experiment is Q-learning, a temporal difference learning algorithm 
(TD learning). The algorithm updates the estimation of the agent of the value function in 
each step of time during the episode.
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	 V s V s R V s V st t t t t( )= ( )+ + ( )+ ( ) + +α γ1 1 	 (1)

	 Given that the equation has terms that are proportional to the estimation of time t and 
time t 1, that is, an estimation to update another estimation, it means that Q-Learning is 
what is known as a booting algorithm. In this case, V st( )  represents the prior state. Rt1 
is the reward in t 1, γV st+( )1  is the updated value in the next step, and the sum of both 
terms represents the objective of temporal difference (Temporal Difference TD).

Case study
	 The study was conducted in a condensed milk manufacturing business that is facing 
challenges related to the excess of inventories. Currently, the business maintains high 
inventory levels, which results in high costs of storage and risk of obsolescence. In addition, 
the lack of effective planning of the demand and a limited capacity to predict the sales 
patterns, due to the scarce information, has led to lost sales when the inventory does not 
match the demand.
	 The intention is to find an optimal policy, known as π*, which could lead to the best 
expected cumulative reward (the least total cost). There are two main types of RL methods 
used to find this semi-optimal policy:
	 The methods based on policies directly train the policy to determine the appropriate 
action to take given a specific state. In this case, the action is calculated in function of factors 
such as the size of the shipment to the distributor, the level of inventory, the demand, and 
the order placed by the distributor. 
	 Methods based on the value: These methods train a value function to determine the 
relative value of different states and to use this information to make decisions. In our 
case, the most valuable state is the level of inventory that guarantees an efficient delivery 
and minimizes the storage costs. The optimal order size (action) to maintain this level of 
inventory is calculated.
	 There are two different methods to find the value function.

	 v s R R R S st t t tπ γ γ( )= + + + = + + + 1 2
2

3 ...| 	 (2)

	 Functions based on policies: The policy is trained directly to select an action given 
certain state. In this case, we do not have a value function defined by hand that determines 
the behavior of our policy. The training will define it.
	 Functions based on value: The value function is trained indirectly to map the value 
of a state or a state-action pair. With this value function, our policy can take actions. 
However, given that we do not train directly our policy, we need to specify its behavior. In 
our case, for example, given that our objective is to minimize the total cost, we use a policy 
that selects actions that consistently result in the lowest value, given the value function 
(Equation 2, greedy policy). 

	
π* *arg

,S
a

Q s a( )= ( )min

	
(3)
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	 Given a state, our function of action value (which we trained) calculates the size of the 
order in this state. Then, our greedy policy (which we defined) selects the size of the order 
that incurs in the lowest storage cost and minimizes lost sales.
	 We have two types of functions based on the value:
	 State-Value Function: The state-value function (Equation 3) generates the expected 
yield for each state, that is, for each level of inventory, if the agent begins in the state and the 
policy continues until the game ends. However, this does not make sense in a supply chain 
(SC) since the states are repetitive. This situation could lead to divergence in the learning 
process of the RL algorithm.

	 v s G S stπ π π
( )= =  	 (4)

	 Value-Action Function: The value-action function (Equation 4) returns the expected 
yield for each state-action pair when the agent begins in this state, performs this action, 
and then follows the policy. In the case of the supply chain (SC), this type of function is 
more appropriate because the agent observes its level of inventory, executes several actions 
(placing different orders with different order sizes), and then evaluates the cost of each 
action.

	 Q s a G S s A at t, ,( )= = = π π 	 (5)

	 The difference lies in that, in the value-state function, we calculated the value of a state, 
while in the value-action function we calculated the value of the state-action pair. This 
means that we determined the value of taking a particular action in a specific state.

Demand distribution
	 The demand data has two types of behavior depending on the sales season. The 
parameters for the normal distribution are N(5,1), while the parameters for the uniform 
distribution are U(0,10). The action space for the agent considers values between 0 and 10 
units. The experiments were conducted with both distributions to evaluate the robustness 
of the model.

Configuration of hyperparameters
	 Each experiment in this study uses the same hyperparameters to achieve a valid 
comparison (see Table 1). The design of the neural network has three layers: 128, 64 and 
32 neurons. The training of each method lasted 40,000 episodes.
	 A greedy strategy  was used to balance the exploration and the exploitation of the 
agents. This strategy allows the agent to explore the environment before deciding on an 
exploitation strategy. This process of exploration and exploitation helps the agent to refine 
its model of the environment and to gradually approach a value function close to optimal 
every time the agent tries the state and receives a reward. The maximum value of epsilon, 
max1, decreases linearly to its minimum value, min0.1, during the first 10,000 
episodes of training.
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	 The initial values of the hyperparameters (Table 1) are proposed in [7] and [16]. 
Initially, the learning rate was 0.00025 and the discount factor was 0.99, although these 
configurations did not allow for the algorithm to reach convergence. The algorithm could 
not learn because a discount factor of 0.99 prioritizes the future reward, which does not 
make sense in an infinite game as in this case. In addition, when there is a delay between 
the action and the effect of the environment, a high learning rate confounds the learning 
process of the value function.
	 Initially, a neural network was configured with a single hidden layer of 10 neurons. 
However, because of the high non-linearity of the system, it did not produce significant 
results.

RESULTS AND DISCUSSION
DQN with experience repetition
	 The results of the DQN method with experience repetition can be seen in Figure 1c (the 
results from the DQN method with experience repetition show the normal distribution 
with the blue line, and the uniform distribution with the red line). The average cost is 
higher with a uniform distribution compared to a normal distribution. However, the agent’s 
actions were similar for both types of demand distribution. It is important to highlight that, 
due to the nature of the uniform distribution, the cost of lost sales increases because of 
variability in the demand, which results in an average negative inventory. The behavior of 
the state variables is presented in Figure 1a, 1b, 1c, and 1d.
	 In the uniform distribution, the agent learned a policy of not having inventory 
to minimize the total cost. This policy is similar to the current policy established by 
several businesses. They prefer to lose sales instead of maintaining a high level of 
inventory because of the uncertainty in the demand. On the other hand, in the normal 
distribution, the agent learned a policy based on maintaining a minimum level of 
inventory to minimize lost sales, since the behavior of sales in this type of distribution is 
predictable. In the normal distribution, the total cost is made up mainly by the storage 
cost, while in the uniform distribution the total cost is composed mainly by the cost of 
lost sales.

Table 1. Configuration of hyperparameters.

Hyperparameters Values
Gamma 0.9

Learning rate 0.00001

Agent history (m) 3

Number of neurons per layer [128, 64, 32]

Activation function [RELU, RELU, RELU, LogSigmoide] 

Loss function MSE

mini batch size 64

Optimization algorithm Adam
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Double DQN
	 Figure 2 shows the results of the training used in the DDQN method. Due to the similar 
behavior between the DQN and Double DQN algorithms, as presented in Figure 3, a 
Wilcoxon test is carried out to determine whether there is a significant difference between 
the methods. In the first place, a test is conducted to compare the scores of the algorithms 
under a normal distribution of the demand, resulting in a p value of 0.741039. Therefore, 
the differences in the results are not statistically significant. In other words, the yield of both 
algorithms under a demand with normal distribution is similar. The second Wilcoxon test 
examines the yield of both algorithms under a demand with uniform distribution, resulting 
in a p value of 0.8664. Therefore, the differences in the results are also not statistically 
significant in this case.
	 Given that the results of the DQN and DDQN methods do not show statistical 
significance, the DQN algorithm was selected to compare its yield with the Dueling DQN 
method.

Figure 1. Evolution of the state variables during training.
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Figure 2. Results from the Double DQN method. Blue line: normal distribution; red line: uniform distribution.

Figure 3. Evolution of the state variables during the training.

Dueling DQN
	 Figure 4c shows the results of the Dueling DQN method. With blue line: normal 
distribution; with red line: uniform distribution; and Figure 4a, 4b, 4c, and 4d shows 
the training results using the Dueling DQN method. Figure 5 shows how, after 30,000 
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Figure 4. Evolution of the state variables during training.

Figure 5. Results from the Dueling Double DQN method. Blue line: normal distribution; red line: uniform 
distribution.
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episodes, the algorithm attains stability in learning and reaches the minimum values of 
the total cost. It is important to mention that this method achieved a lower total cost than 
the DQN method for both types of demand distribution. Although this method took more 
episodes to converge, after completing the 40,000 training episodes, the agent learned a 
better policy for both types of demand. The policy implies maintaining a minimum level of 
inventory for both behaviors of demand, to minimize the cost from lost sales. However, if the 
distribution is uniform, the average level of actions is higher than in a normal distribution 
to compensate the peaks.

Dueling Double DQN
	 The Dueling Double DQN method did not attain convergence in any type of 
demand, as can be seen in Figure 5. The divergence takes place during the training 
process because it avoids excessive responses, and the separate evaluation of state-
action pairs.
	 The summary of the results obtained from the training of each method is presented in 
Table 2. These results were calculated based on the stability in learning (the last 10,000 
episodes). As can be seen, the means of DQN and DDQN were very similar, which 
agrees with the previously applied Wilcoxon test [27]. To validate whether the yield of the 
Dueling DQN algorithm is better than the DQN algorithm, a non-parametric test was 
conducted to compare the mean range of two related samples and to determine if there 
are differences between them. The p values were 5.83e−38 and 0.000 for the Normal 
and Uniform distributions, respectively. Therefore, the conclusion can be reached that the 
Dueling DQN is statistically better than DQN.
	 Although the convergence of the DQN algorithm is more stable than the Dueling 
DQN algorithm, the final policy obtained by Dueling DQN attained a better total cost. In 
practice, a more efficient method has the objective of reducing storage costs by minimizing 
the level of inventory without incurring in a high level of lost sales [12].
	 Among all the hyperparameters, it is interesting to mention that the discount factor 
had a significant impact on the learning process, since it is not possible to evaluate the 
long-term reward in a supply chain. The results reached by the Dueling DQN algorithm 
were lower than those of other methods. In addition, the behavior of the demand was 
not significant due to the robustness of the method. Therefore, in practice, the use of the 
Dueling DQN algorithm to determine the size of the order allows reducing inventory costs 
and lost sales.

Table 2. Scores of reinforcements learning methods.

Method Score with DN (mean) Score with DU (mean)
DQN with repetition of experience 173.96 371.53

Double DQN 173.94 371.61

Dueling 151.27 155.30

Double Dueling DQN 571.39 682.39



152 AGRO PRODUCTIVIDAD 2024. https://doi.org/10.32854/agrop.v17i10.2978

CONCLUSIONS
	 Four reinforcement learning (RL) methods were compared to solve the problem of 
determining the optimal size of the purchase order that a farmer must meet to minimize 
the total cost of the supply chain. The algorithm with the best results is the Dueling DQN, 
with an average total cost of 151.27 units for the demand with a normal distribution and 
an average of 155.3 units for the demand with a uniform distribution. This method 
presents lower variability once convergence is reached. The policy proposed by the 
Dueling DQN is applied to the case study, since a perishable product must maintain 
a minimal inventory to avoid the risk of expired products. As future work, this method 
will be applied to the entire supply chain, including the retailer, in an environment of 
multiple products.
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